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baseline design usually requires some engineering intuition and represents an initial idea. In
the conventional design process this baseline design is analyzed in some way to determine
its performance. This could involve numerical modeling or actual building and testing. The
design is then evaluated based on the results and the designer then decides whether the
design is good enough or not. If the answer is no — which is likely to be the case for at
least the first few iterations — the designer will change the design based on its intuition,
experience or trade studies. When the design is satisfactory, the designer will arrive at the
final design.

For more complex engineering systems, there are multiple levels and thus cycles in the
design process. In aircraft design, these would correspond to the preliminary, conceptual
and detailed design stages.

The design optimization process can be pictured using the same flow chart, with mod-
ifications to some of the blocks. Instead of having the option to build a prototype, the
analysis step must be completely numerical and must not involve any input from the de-
signer. The evaluation of the design is strictly based on numerical values for the objective to
be minimized and the constraints that need to be satisfied. When a rigorous optimization
algorithm is used, the decision to finalize the design is made only when the current design
satisfies the necessary optimality conditions that ensure that no other design “close by” is
better. The changes in the design are made automatically by the optimization algorithm
and do not require the intervention of the designer. On the other hand, the designer must
decide in advance which parameters can be changed. In the design optimization process, it
is crucial that the designer formulate the optimization problem well. We will now discuss
the components of this formulation in more detail: the objective function, the constraints,
and the design variables.
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Figure 1.1: Conventional (left) versus optimal (right) design process
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What is Multidisciplinary Design Optimization — MDO?
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Introduction Objective Approach Optimization problem description Optimization results Conclusion

Structural design variables

300 000 structural degrees of freedom

288 thickness design variables

448 total design variables
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Mission profile and flight envelope

Altitude

Range

W
0

W
1

W
2

W
3

W
0.5

W
1.5

W
2.5

32 000 ft
36 000 ft

40 000 ft

2666 nm 2666 nm 2667 nm

8000 nm

3-segment mission

Fuel burn based on
Breguet range equation

L/D evaluated at
segment mid-range point

Failure and buckling
constraints applied at
full and 10% fuel loads

Two high-speed dive
conditions at 20 000 ft at
fixed Mach number

Clean-wing stall
constraint at variable air
speed

Load factor

Equivalent air speed

11 / 24

Mission profile and flight envelope

Altitude

ange

8000 nm

3-segment mission

Fuel burn based on
Breguet range equation

L/D evaluated at
segment mid-range point

Failure and buckling
constraints applied at
full and 10% fuel loads

Two high-speed dive
conditions at 20 000 ft at
fixed Mach number

Clean-wing stall
constraint at variable air
speed

-1

0

1

2

2.5

3

Load factor

Equivalent air speed

V
D

V
S

V
A

C
L

= C
Lmax

2.5g stall 2.5g dive

-1g dive

11 / 24

CHAPTER 4. AEROSTRUCTURAL RESULTS AND DISCUSSION

4.2.3 WindPACT Blade

The aerostructural results for the WindPACT blade are shown in Figures (4.10) and (4.11).

Figure (4.10) shows the aerostructural results of the blade in a similar fashion to the previous

case, while Figure (4.11) shows the details of the results at the blade tip. The convergence plot

for this case is shown in Figure (4.9). The test case was also run on a single processor, and the

aerostructural solution required approximately 200 s to complete.

Figure 4.10: Aerostructural plot for the WindPACT blade: exploded surfaces denote

the structural mesh with the inverse load-to-fail factor contour; unexploded surface

denotes the aerodynamic surface with Cp distribution, with undisplaced tip and wake

mesh

4.3 Discussion

Here we discuss the aerostructural analysis results of the three cases in detail.

4.3.1 NACA Wing

The aerostructural plot (Figure (4.7)) shows the result for the wing test case. The structure

deflections are easily noticeable: Figure (4.13) shows the maximum deflection is nearly 200 mm

58

YMDO Challenges: 
X 

Z 
k 

0.495 
0.45 
0.405 
0.36 
0.315 
0.27 

Cp1. Multiple highly coupled 0.225 
-0.1 0.18 
-1 0.135 
-1.9 0.09 
-2.8 0.045 systems 
-3.7 0 
-4.6 
-5.5 
-6.4 
-7.3 
-8.2 
-9.1 

2. High computational cost of 
-10 

analysis 

3. Large numbers of design 
variables, design points and 
constraints 

3 
2.5g stall 2.5g dive 

2.5 
W

2 40 000 ft W
3

2 W
1 36 000 ft W

2.5

W
0 32 000 ft W

1.5 

W
0.5

C
L = C

Lmax 
14. Relevant problem 
0 

2666 nm 2666 nm 2667 nm formulation 
R -1 

-1g dive 

V
S V

A V
D 



Why aerostructural optimization?

The flying shape and aerodynamic performance will change with:

Fuel load, altitude, air speed – that change during flight

Flexibility of the aircraft wing – that depends on the wing structure
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Many shapes in operation

One jig geometry:

Many flying shapes: 

 

  

 

   

Aerostructural coupling is particularly 
important in lifting surface design 

Many shapes in operation 

One jig shape 

• Shape in depends on operating conditions 

• Can result in poor performance if not accounted for... 

• ...but can also be used to our advantage—aeroelastic tailoring
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Site-Specific Winds
 

[Kenway and Martins,AIAA 2008-6025]
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Aerostructural Analysis
 
• BEM aerodynamic analysis
 

with Prandtl correction and
 
post-stall
 

• Structural analysis uses beam 

finite elements
 

• Aerodynamics and structures
 
are coupled to obtain an 

aerostructural solution 

corresponding to a deflected
 
blade
 

• The annual energy 

production (AEP) is
 
computed based on 

aerostructural solutions for 

the various wind speeds
 



   

  

Design Case: Small Urban Wind Turbine
 

• Wes5 Tulipo 

• 5 kW power 

• 5 m diameter 

• 3 blades, fixed pitch
 

• Variable speed 



Localized Wind Distributions

Velocity distributions
(30m elevation)

Canadian Wind Energy Atlas
produces computationally derived
wind velocities distribution for
the entire country

Two sites are chosen to represent
the two di�ering environments:

University of Toronto Institute
for Aerospace Studies —
UTIAS
St. Lawrence, Newfoundland

Direct simulation of the total
mechanical output

G. Kenway, UTIAS Aerostructural Wind Turbine Optimization September 12th ,2008 3/21

 
     

 

 
  

Site-Specific Wind Distributions 
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Structural Analysis

Performed with in-house structural code, pyFEA

Utilizes a single equivalent beam model with six
degree-of-freedom Timoshenko elements

Cross sectional properties computed from geometry

Structural design variable parameterization

G. Kenway, UTIAS Aerostructural Wind Turbine Optimization September 12th ,2008 8/21

Design Variables

Design Variables: chord, twist, spar thickness, spar length,
airfoil thickness, and rotation rate

Design variables and their bounds

G. Kenway, UTIAS Aerostructural Wind Turbine Optimization September 12th ,2008 11/21
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Design Variables
 
• Chord distribution
 

• Twist distribution
 

• Spar thickness 

• Spar width 

• Airfoil thickness 

• Rotation rate 

Design Variable Count Lower Limit Upper Limit 

Chord 
Twists 
Wspar 

tspar 

tfoil 

� 

4 
4 
4 
4 
3 

varies (12) 

.05 m 
-75 deg 

4% 
0.3 mm 

6% 
7.5 rad/s 

.40 m 
75 deg 
30% 

10mm 
20% 

14.7 rad/s 



Constraints

Von Mises Stresses: An upper bound on the maximum
allowable elemental stress
Cost: Spar mass and Surface area – upper bounds
specified according to baseline design
Maximum Power: Power transmitted to the generator
does not exceed its maximum capacity
Geometry: Prevent non-physical geometries

Optimization constraints

G. Kenway, UTIAS Aerostructural Wind Turbine Optimization September 12th ,2008 12/21

    

        

    
  

    

Design Constraints 
Stresses: Upper bound on von Mises stress for each finite element 

Cost: This is constrained by setting upper bounds for spar mass and 
blade surface area 

Maximum power: Power transmitted to the generator must not 
exceed its capacity
 

Geometry: Constrained to prevent non-physical geometries
 

Constraint Minimum Maximum 

Stress - 40MPa 
Spar Mass - 3.7kg 

Surface Area - 0.83m2 

Power - 5000 W 
Geometry 0.5mm -





Results

Power curves

Location P̄init (W) P̄opt (W) P̄other�opt (W) Site-specific increase

St. Lawrence 1566.1 1984.5 1905.1 4.17%
UTIAS 660.2 853.3 826.0 3.31%

Average power of optimized wind turbines

G. Kenway, UTIAS Aerostructural Wind Turbine Optimization September 12th ,2008 16/21
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 Power of Optimized Turbines
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Design Optimization
 
of an Urban Vertical-

Axis Wind Turbine 
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Figure 3: Ginlong generator characteristics

6 Results

Once the optimization problem is setup, the numerical optimization algorithm attempts to find the

best solution. It is only guaranteed however, a locally optimal solution is found.
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Figure 4: Initial and Final geometry and axial induction factors
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MDO for Aircraft 

Configurations with 


High-fidelity (MACH)
 



Components

Flow Solver:
Stanford University Multi-Block (SUmb)
3D Navier Stokes equations on structured multi-block grids
Explicit time stepping with multi-grid and residual smoothing
Adjoint method implemented only for Euler Equations

ARW2 Flow Solution at Mach=0.8

pyLayout

Automatic parametric wing-box like structure generation
Outer-mould line and structure description required
Sets structure directly in memory in TACS

G. Kenway, UTIAS CAD-Free High-Fidelity Optimization September 14th,2010 8/23

Complex Configurations
Isolated curves, surfaces and volumes rarely fully describe

a geometry of interestPython modules for working with collections of spline

objects
Least-squares regression fitting with exact C 0 continuity

along edges

FFD deformation volumes (left) and tensor B-spline surface

representation (right) of DPW4 geometry
G. Kenway, UTIAS CAD-Free High-Fidelity Optimization September 14th,2010

5/23

Chapter 6. Software Engineering Methodology 19

be used to substantially accelerate Python code. All of the computationally intensive

operations including spline evaluations and point inversion algorithms are implemented

in Fortran and are contained in the pyspline.so module.

The class structure of the pyAeroStruct class is given in Figure 6.4. The pyAeroStruct

class demonstrates e↵ective usage of Python for coupling two codes using direct memory

access.

Figure 6.4: Main aerostructural class UML diagram with constitutive classes

17 

MDO for Aircraft Configurations with High-fidelity (MACH)
 

CFD: SUmb 
“CAD”: PSG 

CSM: TACS 



Nonlinear Block Gauss–Seidel Method (NLGBS)

Little code modification required for each solver
May not converge for highly flexible structures
Convergence can be accelerated with Aitken acceleration
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Coupled Newton–Krylov Method (NK)

Monolithic solution strategy

Full aerostructural problem is treated simultaneously

Find Newton update by inexactly solving:

Matrix-free FGMRES from petsc4py for solution

Preconditioning is accomplished with a Block–Jacobi
method reusing implicit discipline methods

Very little code modification!

5 / 25

  

 
 

 

  

  

 

Fully coupled aerostructural analysis
 

A: Aerodynamic residuals  
w: Aerodynamic states  
S: Structural residuals  
u: Structural states  

Two available methods: 

• A nonlinear block Gauss–Seidel method with Aitken acceleration
 

• A coupled Newton–Krylov method 
@A

@A  
�w

 
A (w)

 
@w @u =  @S @S �u S (u)@w @u



Substituting the solution of Equation (12) into Equation (11) to eliminate the total derivatives we
obtain
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There are two techniques for solving this equation. One option is to solve Equation (12) for
[dw/dx

T

du/dx

T

]

T for a given design variable and to use Equation (11) to compute the total
derivative. This is known as the direct method. If, however, there are more design variables than
functions of interest—which is usually the case for high-fidelity aerostructural optimization—it
is computationally more efficient to use the adjoint method and to solve for the coupled adjoint
vector, = [

T

�

T

]

T . Rearranging Equation (13) gives

. (14)

These are the coupled adjoint equations, which are solved once for each function of interest. After
the solution for the coupled adjoint equations (14) is obtained, the following equation can be used
to compute the total derivative:

dI

dx

=

@I

@x

� T

✓
@A
@x

◆
� �

T

✓
@S
@x

◆
. (15)

The details of the computation of the required partial-derivative terms are explained in the follow-
ing sections.

2. Coupled Adjoint Implementation

Implementing the coupled adjoint, including all the required partial-derivative terms, is a challeng-
ing endeavor. Furthermore, ensuring that the partial-derivative computations and solution methods
are efficient and exhibit good parallel scalability is even more difficult. In this section, we present
some important aspects involved in the solution of Equation (14) and in the computation of the
required partial-derivative terms. The choice between the various approaches is justified in terms
of trade-offs between cost of implementation, computational effort, and memory requirements.

2.1. Aerodynamic Residual Partial Derivatives

The aerodynamic diagonal block, @A/@w, in the coupled adjoint equations (14), represents the
derivative of the aerodynamic residuals with respect to the aerodynamic states and can be used
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The coupled adjoint is the key to efficient 
MDO with large numbers of design variables 

Adjoint equations for the aerostructural system 
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[Kenway, Kennedy and Martins,AIAAJ, 2013]
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Figure 4: Common research model CFD solution at Mach=0.85 and 1 g cruise condition (right).
Finite-element model solution at 2.5 g loading condition and breakout detailed view (left).

functions of interest are the corresponding derivatives. The complex step method does not suffer
from subtractive cancellation error as finite difference does. With the elimination of subtractive
cancellation error we can choose an arbitrarily small step size and reduce the truncation error to
machine precision. For iterative methods, the complex perturbations on the function on interest
converge as the nonlinear system converges.

The verification is carried out with the level 1 discretization given in Table 4. The multidis-
ciplinary system and adjoint systems are converged to a relative tolerance of ✏

AS

= ✏

SA

= 10

�8.
It is generally not possible to obtain any further convergence for the multidisciplinary system as
the condition number of the structural Jacobian is typically O(10

9

) for the flexible shell structures
used in this work. The resulting sensitivities are generally accurate to O (10

�5

). Obtaining more
accurate results becomes difficult because very small discrepancies between the real and complex
codes often appear, probably due to differences in compiler implementations and optimizations of
certain built-in functions that do not always produce bit-compatible results. However, the level
of accuracy achieved with the current coupled adjoint implementation is more than sufficient for
gradient based optimization.

For the verification, we compute the derivative of two aerodynamic functions, C
L

and C

D

,
and a structural function, the Kreisselmeier–Steinhauser (KS) stress aggregation function. The
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 Aerostructural Model
 

• NASA Common Research Model (CRM) from DPW4 


• 2 million cells in CFD mesh 

• Includes a structural model with 300 thousand DOFs
 



Figure 9: Gradient evaluation cost for first-order finite differencing and the coupled adjoint method
versus number of design variables; one unit of normalized time corresponds to one aerostructural
solution

for each geometric design variable. Nevertheless, each additional design variable requires only
0.005% of the aerostructural solution time.

It is worth comparing the current results with the previous work of Martins et al. [31]. In that
work, the coupled adjoint cost was found to scale with the number of design variables accord-
ing to 3.4 + 0.01N

x

. Since the constant term in the equation includes the aerostructural solution,
the coupled adjoint solution had a baseline cost of 2.4. The present method scales according to
1.67 + 5 ⇥ 10

�5

N

x

, as indicated in Figure 9. This corresponds to a baseline cost for the coupled
adjoint of 0.67, i.e., a 72% reduction relative to the previous implementation. This is primarily
due to the elimination of the finite differencing that was used to compute the off-diagonal coupled
adjoint terms. This improvement is even more significant in absolute terms because the aerostruc-
tural solution of the new implementation is also much more efficient. Additionally, the slope in
the dependency on the number of design variables has been reduced by over two orders of magni-
tude. This is achieved by eliminating the use of finite-difference derivatives in the total-derivative
equation (15).

We have shown that the new implementation of the coupled adjoint method exhibits extremely
good design-variable scaling. The coupled computational cost can be considered practically inde-
pendent of the number of design variables, and it is now feasible to compute gradients with respect

35 of 42
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The coupled adjoint is the key for 
correct and efficient gradients 
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Optimization Design Variables
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   “Aerodynamic” shape variables also
affect the structure directly 

12 global geometric 
design variables 

160 local shape design 
variables 

2.1 million cell CFD 
mesh 

1 angle of attack and 1 
tail rotation angle for 
each operating 
condition 



Optimization Design Variables
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  Structural sizing patchwork 


288 thickness design 
variables 

300 000 structural
 
degrees of freedom
 

476 total design 
variables 



    [Kenway and Martins, Journal of Aircraft, 2013 (forthcoming)]
 

http://mdolab.engin.umich.edu/content/multi-point-aerostructural-optimization-transport-aircraft-configuration
http://mdolab.engin.umich.edu/content/multi-point-aerostructural-optimization-transport-aircraft-configuration


 Click here to see the video
 

http://mdolab.engin.umich.edu/content/movie-optimization-history-aerostructural-design-aircraft
http://mdolab.engin.umich.edu/content/movie-optimization-history-aerostructural-design-aircraft
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How to tackle 1075 possible 

p g plamination sequences 
Ply-identity variables x

i : weights on the
 
di↵erent possible ply selections,
 
{�45o , 0o , 45o , 90o}


Only one ply-identity can be active in
 
each layer
 

x3
 

Use two simultaneous constraints: 

Sum of weights is 1 1 

2 

3 = 1  

Sum of the square of the weights is 1 

Spherical constraint introduces many
 
local minima
 

x1 + x2 + x

2 2 2 

x1 + x2 + x3 = 1  
x2 

Enforce spherical constraints through
 
the use of an exact penalty function x1
 

Manufacturing constraints: 
Minimum 10% ply content in all laminates 
No more than four contiguous plies at the same angle 
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The design problem
 

Design based on Boeing 777-200ER 

Baseline metallic wing: 29 133 kg 

Baseline composite wing: 18 131 kg 

Cruise Mach number: 0.84 

Design range: 8000 nm 

Payload: 40 000 kg 

OEW: 138 100 kg 

Finite-element structural model 44 ribs, 2 spars 

Global finite-element
 
model: 900 000 DOF
 

Finite-strip local models 
with discrete sti↵eners 

Smeared sti↵ness for FE 
Three-dimensional panel method 

4200 surface panels 

Profile and wave drag
 
corrections
 

[Kennedy and Martins, AIAA MAO, 2012] 

http://mdolab.engin.umich.edu/content/regularized-discrete-laminate-parametrization-technique-applications-wing-box-design
http://mdolab.engin.umich.edu/content/regularized-discrete-laminate-parametrization-technique-applications-wing-box-design


Detailed lamination sequence design: Fixed aerodynamic loads  
Fixed number of plies, variable ply thickness
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How these results stack up
 

M
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 The active structural constraints
 
Metallic wing
 

Composite wing
 

Only the 100% fuel load conditions are active 
Composite inboard buckling conditions: local buckling of the sti↵eners
 

[Kennedy and Martins, AIAA MAO, 2012]
 

http://mdolab.engin.umich.edu/content/regularized-discrete-laminate-parametrization-technique-applications-wing-box-design
http://mdolab.engin.umich.edu/content/regularized-discrete-laminate-parametrization-technique-applications-wing-box-design


    

 

Why can’t we just a ll 
work 

together? 

Aerodynamic shape + Structural sizing + Control gains =
 

Aeroservoelastic Optimization
 



Introduction Aeroservoelastic formulation Control System Design Control Integrated MDO Concluding remarks

Extended direct structure matrix (XDSM) for the
optimization problem

1
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This aeroservoelastic optimization 

considers maneuver and gust loads
 

x 
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Dynamics 
and 

Control 

W ⇤ 

K⇤ 

[Haghighat, Liu and Martins, Journal of Aircraft, 2012] 

http://mdolab.engin.umich.edu/content/aeroservoelastic-design-optimization-flexible-wing
http://mdolab.engin.umich.edu/content/aeroservoelastic-design-optimization-flexible-wing
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Aeroservoelastic optimum was
significantly better than the 
aerostructural one... 

Optimization results with and without load alleviation system.
 
Load alleviation O↵ On 
Sref (m2) 
AR 

219.18 
13.98 

191.47 
14.03 

14.5% smaller 

L/D 
qelastic 

qrigid 

Wing mass (kg) 
Endurance factor 

34.29 
1499.95 
90.63 

13,378 
31.90 

34.37 
1499.88 
75.71 
7,817 
38.83 

41.5% lighter 
21.7% higher 



CHAPTER 4. AEROSTRUCTURAL RESULTS AND DISCUSSION

4.2.3 WindPACT Blade

The aerostructural results for the WindPACT blade are shown in Figures (4.10) and (4.11).

Figure (4.10) shows the aerostructural results of the blade in a similar fashion to the previous

case, while Figure (4.11) shows the details of the results at the blade tip. The convergence plot

for this case is shown in Figure (4.9). The test case was also run on a single processor, and the

aerostructural solution required approximately 200 s to complete.

Figure 4.10: Aerostructural plot for the WindPACT blade: exploded surfaces denote

the structural mesh with the inverse load-to-fail factor contour; unexploded surface

denotes the aerodynamic surface with Cp distribution, with undisplaced tip and wake

mesh

4.3 Discussion

Here we discuss the aerostructural analysis results of the three cases in detail.

4.3.1 NACA Wing

The aerostructural plot (Figure (4.7)) shows the result for the wing test case. The structure

deflections are easily noticeable: Figure (4.13) shows the maximum deflection is nearly 200 mm

58

Current and Future Work
 
• Create a detailed FEM of an NREL turbine blade 

•  Implement a low-speed preconditioner for the 
CFD solver 

Y• Validate the CFD, FEA, and coupled analysis 
X 

Z 
k 

0.495 • Formulate a relevant design optimization 0.45 
0.405 
0.36 
0.315 
0.27 problem 

Cp 
0.225 

-0.1 0.18 
-1 0.135 
-1.9 0.09 
-2.8 0.045 
-3.7 0 
-4.6 • Optimize composite layup for optimal -5.5 
-6.4 
-7.3 
-8.2 
-9.1 
-10 

aeroelastic tailoring 

• Use of nonlinear frequency domain method for 
coupled unsteady analysis 

• Add control for aeroservoelastic optimization 



Thank you!
 

http://mdolab.engin.umich.edu/publications
 

http://mdolab.engin.umich.edu/publications
http://mdolab.engin.umich.edu/publications
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