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Objectives of the Project

* Develop, employ and critically
compare novel methodologies
for UQ in wind turbine
applications

e Distinguish and estimate the
importance of numerical errors,
aleatory and epistemic
uncertainties

* Establish approaches for multi-
fidelity and gradient-enhanced
UQ simulations

* Disseminate advanced UQ
technologies to wind energy
community




Wind Turbine Simulations

Energy extraction and environmental impact (noise) are critically
linked to the aero-structural performance of turbine blades

Blade design is a truly multidisciplinary problem, requiring trade-
offs between fluid dynamics, structural mechanics, acoustics, etc.

Uncertainties can play a significant role in the actual performance
of the system and therefore it is important to

 explicitly acknowledge their presence

e quantify their effects

Under DOE/ASCR funding we are developing uncertainty
quantification algorithms to analyze (and optimize) wind turbines
under uncertainty



Uncertainties & Errors

Numerical discretization errors result from
numerical solution procedures, e.g. grid
resolution, time-stepping, etc.

Natural variability — randomness —is intuitively
connected to wind scenarios, manufacturing
tolerance, dust/insect contamination, etc.

Modeling errors are associated to assumptions
present in physical model we use to represent
reality, e.g. turbulence models, laminar/
turbulence transition prediction, stall, etc.



Objectives of This Talk

Provide background on the simulation techniques and examples of
uncertainty scenarios considered in the project

Briefly introduce
* Low-Fidelity Tools: Eolo (FAST) & Cactus
* High-Fidelity Tools: SU OverTurns, ASC Sierra Thermal/Fluids

UQ Techniques will be described in the following talk




Low-Fidelity Tools



HAWT - EOLO

Assembled the EOLO framework
based on NREL tools (e.g. FAST)

Includes aerodynamics, structural

dynamics, turbulent wind flows,
noise

The aerodynamic analysis are based
on xfoil (low-fidelity flow prediction

tool) rather than experimental
correlation

Blade stall and transition behavior

are characterized using semi-
empirical models (Viterna and eV,
respectively)

EOLO is driven by matlab and
interfaced with Dakota and
accommodate UQ Analysis and
Robust Design
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VAWT - CACTUS

|
e CACTUS: Code for Axial and Cross- Walevortes TR <7 i
Flow Turbine Simulations S - B
* Rigid-body aerodynamic model for AN
single horizontal- or vertical-axis 2, Iz = ;fCUCL

wind turbine rotor design

* Wake modeled with free vortex S
method e "“"“‘“"“‘%‘L’Jiﬁﬁﬁl‘ﬁa?ﬁ!:ﬂiié%!‘“”““ furbine

 Gormont and Leishmann-Beddoes \
dynamic stall models

* Free surface potential flow model
for marine turbines

* Recently added ability to simulate
IEC gust cases, allows for UQ
analysis of extreme loads

e (Cactus is Interfaced with Dakota
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Uncertainty Scenarios



Analysis Under Uncertainty - Aleatory
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Analysis Under Uncertainty - Aleatory

Analysis under uncertainty: effect of insect contamination of
overall power extraction
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Physical Modeling
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Physical Modeling

* The eN method in Xfoil is simple and effective but limited in scope

* RANS models promise to provide more detailed information
regarding viscous effects: y-Re_ transition model developed by

Menter et al.
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Analysis Under Uncertainty - Epistemic

1) Collect information:

Expert Opinions

Elsner et al. 2008
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High Fidelity?

 Xfoil and y-Re models do require extensive calibration

* Exponential increase in computational resources holds
the promise of using first-principle models

* High-fidelity modeling — Large Eddy Simulations




High-Fidelity Tools



Barriers to High-Fidelity Modeling

Wind turbines are inherently multi-physics systems
e Need to be high-fidelity across disciplines
e Aeroloads are the first target here

Computational methods

e Impact of numerical discretization error has to be assessed
e Handle moving/sliding geometries
e Massively parallel and scalable implementation

Uncertainty Quantification

* [t might be challenging to describe uncertainty sources (e.g.
inflow turbulence, gusts)

e Modeling assumptions still present



Scalability for High-Fidelity Simulations

 Sliding mesh algorithm requires efficient parallel search
and dynamic modification of linear systems
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Leverage from Previous Efforts

e Stanford CTR code base
e Sandia’s Sierra code base

SAND2012-4731P

Unclassified Unlimited Release

® E a C h p rOVi d e : Large Eddy Simulation to Support B61 Qualification

Stefan P. Domino
Computational Thermal and Fluids Mechanics

e Massively parallel computing S e

This executive summary in addition to the set of annotated viewgraphs, which are
provided after the two page executive summary, provides a record of the completion of

 High quality numerics on unstructured grids oL e S ) Gl
with code verification suite in place Bt e

A Large Eddy Simulation (LES) treatment of fluid turbulence is required for qualification
for the B61 d ics, fire envi and capti rry loading. Due to the
inherent unsteady nature of the typical flows within the Abnormal/Thermal, Normal and

ope
. D e I I I O n St r a t e d C O d e S C a I a b I I I t Delivery environments, LES is required for accurate environment prediction as other less
i hni suchas R 1d ged Navier-Stokes (RANS) simulati

p
have proven to be inadequate. In general, LES calculations require significantly more

computing resources than the RANS ions needed for d ic design. For
oge L4 example, resolution of the vortex/fin interaction will likely require O(200) million
. L E S to s u p p o r t B 6 1 Q u a l C a no n element meshes while the characterization of fire environments, requiring resolution of
V4 leigh/Taylor i ilities to ly capture the large-scale plume core collapse

(pool diameters of 5-10 meters), typically requires sub-centimeter resolution.

S} \ N D 2 O 1 2 - 4 7 3 1 P A performance-based assessment of the current ASC Sierra Fluid Dynamics (FD) code

base has been performed. Detailed code performance, cast within weak and strong scaling
studies, have been completed. The test case of interest for performance assessment is a
low Mach mixture fraction-based turbulent open jet simulation (Re = 6,600) using the

* Scaling demonstrated on unstructured A ]
address key needs of the B61 Life Extension Plan (LEP) and W88 programs, particularly

heX meSheS Of 1.2 bi”ion On > 65’000 needs that are unique relative to prior work on the W76-1.

The product of a leveraged FY12 ASC IC (Algorithms) project has been the development
of novel low Mach coupling and discretization approaches. Towards this end, a new

1 Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia
Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of
Energy's National Nuclear Security Administration under contract DE-AC04-94AL85000.
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400 million dof object in fire  Turbulent jet (1.2 billion)



Extreme Scalability
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Stanford seizes 1 million processing cores
to study supersonic noise
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Joseph Nichols, a research associate in the center, worked on the newly installed Sequoia IBM Bluegene/Q system
Livermore National Laboratories (LLNL) funded by the Advanced Simulation and Computing (ASC) Program of the
Security Administration (NNSA). Sequoia once topped list of the world's most powerful supercomputers, boasting
compute cores (processors) and 1.6 petabytes of memory connected by a high-speed five-dimensional torus interct

Because of Sequoia's impressive numbers of cores, Nichols was able to show for the first time that million-core flui
simulations are possible—and also to contribute to research aimed at designing quieter aircraft engines.
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VAWT/HAWT - OverTurns

* Compressible, vertex-based RANS Solvers with 39-5% order
discretization
* Overset meshes for moving & deforming components
e System of discrete equations solved using second order
backwards differencing scheme (time-marching) or globally
spectral (time-spectral)
* Physical Models:
o Turbulence models: K-omega, Spalart Allmaras, v2-f, v2-f/ASBM
o Transition models: Langtry-Menter y-Re,
* Full Discrete Adjoint (in space-time domain)
o Used to calculate gradients
o Error estimation (space, time, stochastics)



VAWT/HAWT - Sierra Thermal/Fluids

Low Mach (variable density, acoustically incompressible)
vertex-based (CVFEM and EBVC) generalized unstructured
solvers developed for turbulent reacting flow

* Hex, tet, pyr, wedge, quad, tri
Advanced sliding mesh capabilities including both
Discontinuous Galerkin and “halo” approaches (extrusion of
mesh)
Fully implicit, second order time integration with low
dissipation advection operators

Physical Models:
o Turbulence models: RANS (K-omega, SST, etc.) and LES (Dynamic
Smagorinsky, Ksgs, etc)
Built upon the demonstrated massively parallel Sierra code
base along with multi-physcis coupling including FSI



VAWT - OverTurns

* One-bladed vertical axis wind turbine
setup [Oler and Strickland, 1983]
« NACAO0015 airfoil, ¢/R=0.25, TSR=7.5
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VAWT - Adjoints

* Sensitivity Analysis (Vertical force and Power Coefficient)

CL dC;/dM Cp dCp/dMy,
Adjoints FD Adjoints FD
1.5089 | 22.9478 | 22.9478 | 3.3170 | 216.5934 | 216.5934

* Error Estimation (Power Coefficient)

Domain f f+ €cc €cc/erelative
V. Coarse (57 x 17 x {8}) | —6.4309 | 2.8003 1.12
Coarse (113 x 33 x {16}) | 1.8197 | 4.2433 | 156
Baseline (225 x 65 x {32}) | 3.3170 | 3.6583 | 1.25
Fine (449 x 120 x {64}) | 35813 | — _




VAWT - Sierra

Notional 5 MW, 3-bladed “U-VAWT” Design

* Asample of the types of
simulations that are being run

* In general, one full simulation
33‘ (~1 million elements) requires
~one day of simulation time

2D Analysis of a rotor
cross-section

Design Parameter

_F_xvs. Time _F_yvs. Time
Rotor Radius (m) 74
Height from base of rotor (m) 85
Number of Blades 3
Blade Chord (m) 1.52
Blade attachment point (fraction of chord) 0.5
Rotational Speed (RPM) 7.66
y _Uvec

Airfoil SNL 0018/50 i n

: 3.000e+01
Chord Reynolds number 5,400,000 el




VAWT — Wind Gusts

* The tools are also planned to be deployed |EC Extreme Operating Gust
to application spaces including wind gusts | - 7\ B

Time =0.0

Velocity magnitude shown; Tl = 5%; Strickland, Smith and Sun (SAND81-7017)



Summary & Conclusions

Accounting for Uncertainties is Important for Estimating
Performance with Confidence

We have built a computational framework that enables us to

Quantify uncertainty due to variability

Asses errors due to numerical discretization

Estimate uncertainties due to modeling assumptions:

Balance computational effort in accounting for all the sources of
uncertainty and errors

Achieve extreme scalability on large-scale simulations

The framework naturally spans multiple fidelity levels and
enables analysis and design using large-scale HPC systems

How do we effectively quantify the uncertainty?
>>> Dakota >>> Mike Eldred
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